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METHOD OF SYNTHESIS OF PROTECTED INFORMATION NETWORKS BASED

ON THE INTRODUCTION OF CORRECTION LINES OF COMMUNICATION

Abstract. Topicality. Modern distributed software systems operate in environments characterized by continuous
evolution of hardware platforms, heterogeneous computing resources, and dynamic failure conditions. Ensuring functional
stability and rapid self-recovery in such environments is a critical challenge, especially under potential software or hardware
failures, increased workloads, and external disruptions. Objective: This research aims to develop a novel method for
synthesizing the structure of heterogeneous information networks based on the principle of maximizing the functional
stability index. The proposed approach leverages the introduction of corrective communication links to enable self-recovery
mechanisms that account for the heterogeneity and complexity of modern distributed systems. Methods: A mathematical
model of a hypernetwork was developed using two interdependent hypergraphs to represent network components and their
interactions. Based on this model, three algorithms (Al, All, and AIII) were designed to optimize network connectivity,
ensure vertex redundancy, and dynamically reconfigure the network in response to failures. These algorithms facilitate real-
time fault detection, localization, and restoration through resource redistribution. Results: Simulation results demonstrate
that the proposed method significantly improves system resilience and reduces recovery time. The maximum optimization
effect was observed at a relative value of 0.869698, where the difference in the functional stability index reached 0.467232,
confirming the effectiveness of the structural optimization process. Conclusions: The integration of corrective
communication links into network topology enables enhanced robustness and fault tolerance. The adaptive algorithms
developed within the hypernetwork framework support autonomous reconfiguration and self-healing, making them suitable
for next-generation intelligent and resilient distributed systems.
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Introduction

Problem relevance. Modern software systems are
designed and operate under conditions of continuous
evolution in hardware platforms and operating systems.
Most of these systems have a distributed architecture,
where software components are deployed across remote
and heterogeneous computing resources. Over time,
failures may inevitably occur — whether it be the
malfunction of a particular software module, a
computational resource, or communication equipment.
Additionally, one or more existing services might fail to
handle increased workloads effectively.

The operation of such systems often encounters
challenges due to the growing number of interacting
objects and the integration of diverse subsystems into a
single information network, which is inherently
heterogeneous. This heterogeneity introduces complexity
in terms of compatibility, data exchange, and
coordination among system components. Furthermore, in
certain scenarios, there exists the possibility of external
influences — such as cyberattacks, environmental
disruptions, or human errors — that can negatively
impact the reliability and availability of software
components.

In all of these cases, the critical issue of restoring
the functionality of the software system arises. Ensuring
fault tolerance, rapid recovery, and consistent
performance under unpredictable conditions becomes a
key concern in the development and maintenance of

modern distributed software systems. The problem of
software recovery involves not only restoring failed
components to a functional state but also preserving data
integrity, maintaining service continuity, and minimizing
downtime. Various approaches, including redundancy,
checkpointing, rollback recovery, and self-healing
mechanisms, are employed to address these issues and
improve system resilience [1].

Literature review. Self-recovery systems can be
categorized into three distinct levels depending on the
type of resources being monitored and influenced:
application-level software, system-level software, and
hardware-level components [1-4].

Application-Level Self-Recovery refers to the
ability of an individual application, software system, or
service to restore its operational state from within,
without external intervention. This level focuses on
internal mechanisms embedded in the software itself,
such as exception handling, automatic rollback to a stable
state, or reinitialization of failed modules [3, 5, 6].
Application-level self-healing typically relies on
predefined recovery procedures and fault detection
algorithms that are integrated during the development
phase.

System-Level Self-Recovery applies to all
operating system-level services and applications,
regardless of their internal structure or dependencies. It
involves broader system management strategies aimed at
maintaining overall system stability and availability. This
type of self-recovery operates at the level of the entire
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computer system and includes actions such as restarting
a failed process, reallocating memory resources, or
switching between redundant components. A typical
example is the automatic restart of a crashed process
upon failure detection [4, 6]. System-level mechanisms
often rely on monitoring tools and watchdog processes

that continuously assess the health of system
components.
When Hardware-Level Failures occur, self-

recovery involves identifying functional nodes and
redistributing  software = components accordingly,
including the establishment of new network connections.
Similar to system-level recovery, this requires
continuous monitoring of various hardware components
such as processors, memory units, storage devices, and
communication interfaces. The response may include
rerouting data through alternative paths, activating
backup hardware, or migrating virtual machines to
healthy hosts [4, 6]. Special attention to these issues has
been given by researchers focusing on the property of
functional resilience in complex technical systems
capable of self-organization wunder destabilizing
influences [7-9].

In [7], a general strategy for ensuring functional
resilience in complex technical systems was proposed.
This approach is based on the implementation of three
principles introduced by Professor Oleg Mashkov:

Detection of abnormal situations;

Localization of the abnormal situation;

Restoration of network functionality through
resource redistribution.

In [8], the authors analyzed self-organization
mechanisms in heterogeneous information networks and
proposed new indicators and criteria for identifying
functionally resilient networks according to the Self-
Organizing Network (SON) concept. They also
developed methods for self-organizing information
networks based on resource redistribution among
remaining functional nodes. However, the issue of
detecting faulty nodes was not addressed in this work.

Work [9] focuses on addressing the problem of
ensuring functional resilience using Petri nets. Papers
[10-11] examine network technologies for visual
information transmission and the development of task
distribution information technology for grid systems
using the GRASS simulation environment. The methods
described in these works also employ network
restructuring mechanisms during anomalous overloads.
Nevertheless, the issue of introducing redundancy —
particularly determining optimal redundancy levels —
remains open and insufficiently explored.

Problem Statement. In software systems, the term
"self-recovery" implies that any application, service, or
system is capable of detecting that it is not functioning
properly and, without human intervention, making the
necessary adjustments to restore itself to a normal or
desired operational state [1, 2]. This capability can also
be applied in the event of potential failures of the
system’s structural components [3]. Self-recovery
involves equipping the system with the ability to make
autonomous decisions by continuously monitoring and
optimizing its internal state, as well as automatically

adapting to changing environmental conditions.

The core challenge lies in developing a functionally
resilient system — one that is capable of responding to
both software- and hardware-related changes and either
self-recovering after failures or executing appropriate
preventive actions when failure is anticipated. Achieving
functional resilience typically involves incorporating
various forms of redundancy: structural, hardware-based,
software-based, and temporal. To this end, an optimal
network structure (in terms of maximizing functional
resilience) is determined, characterized by redundant
communication links aimed at establishing alternative
transmission routes.

Research Objective. The objective of this research
is to develop a method for synthesizing the structure of
heterogeneous information networks through the
introduction of corrective communication links. This
method would enable the design of self-recovery
mechanisms for information systems while accounting
for the heterogeneity of network components. By
implementing such an approach, it becomes possible to
engineer functionally resilient information systems that
significantly reduce recovery time following probable
system failures. The proposed methodology aims to
enhance fault tolerance and improve overall system
availability under dynamic and potentially unstable
operating conditions.

1. Model of a Heterogeneous Information
Network

The mathematical model that enables the description of
network processes — specifically, processes of
reconfiguration, self-recovery, and self-adjustment under
conditions of heterogeneous computing resources — is
the hypernetwork.

Formally, an abstract hypernetwork can be
described by a sextuple AS = (X, V, R; P, F, W), which
includes the following components:

X = (X1, X2, ..., Xn) — a set of nodes (vertices);

V = (vi, vz, ..., v_g) — a set of branches;

R = (11, 12, ..., r_m) — a set of edges;

P: V — 27X — a mapping that assigns to each
element v € V a subset P(v) € X of its vertices. This
mapping defines a hypergraph PS = (X, V; P) ;

F: R — 2"V — a mapping that assigns to each
element r € R a subset F(r) € V of its branches, such that
the family of branch subsets contains only those whose
branches form connected parts of the hypergraph PS.

This mapping defines another hypergraph FS = (V,
R; F) ;W: R — 2*{P(F(r))}, for all r € R — a mapping that
associates with each element r € R a subset W(r) S
P(F(r)) of its vertices, where P(F(r)) is the set of vertices
in PS incident to the branches F(r) € V . Thus, this
mapping defines yet another hypergraph WS = (X, R; W)
Assume two hypergraphs PS = (X, V; P) and WS = (Y,
R; W) are given. Then the mapping ® defines an abstract
hypernetwork AS = (PS, WS; @) if both PS and WS form
connected components of the hypergraph PS.

From this definition, it follows that different
abstract hypernetworks may correspond to a pair of
hypergraphs PS and WS. In what follows, we will use
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various notations  for wherever
convenient.

In Fig. 1, there is no pair of vertex-independent
paths between nodes x: and xs, yet these nodes are
externally 2-connected. That means the external removal
of any pair of nodes from the set {x2, x3, x4} disrupts all
paths connecting x: and Xs.

The connectivity @ = ®(S) of a hypernetwork S is
defined as the smallest number of nodes whose removal
leads to a disconnected hypernetwork (as shown in Fig. 1
The o-connectivity of a hypernetwork S cannot be
computed using known methods of classical graph
theory.

hypernetworks

Fig. 1. Hypernet model

Network Structure Synthesis Method Based on the
Criterion of Maximum Functional Stability Index Using
Corrective Communication Links.

Let the graphs of the primary network PS = (X, Y)
and the secondary network WS = (Y, R) be given. We
denote:

e p(v)orl ij—length of branchv_ij ;
pl(r) or I' ij —length of edge r ij;
¢(v) — capacity (throughput) of branch v_ij ;
c(r) — capacity of edge r_ij ;
®(S) — vertex connectivity of the hypernetwork
S.

The objective is to construct a hypernetwork S =
(PS; WS; @) that satisfies the following conditions:

k < @(S) > max,

VYvelV: > 0(r)<ov)
red™!
and minimizes a certain functional ¢(S) —
representing the cost of designing and operating the
network S .

The solution to this problem is implemented via
Algorithm Al , which performs a search for a feasible
hypernetwork satisfying the previously described
criterion of maximum functional stability.

I. Algorithm Al

Step 1. If p PS(xi, xj) > p WS(xi, xj) and o(S) =
k-o(PS) , proceed to Step 2; otherwise, go to Step 15.

Step 2. For all pairs of nodes xi, Xj , compute the
maximum flows in graphs PS and WS , i.e., calculate

p_ PS(xi, xj) and p WS(xi, xj) . If there exists a pair x_1i,
x_jsuchthat p PS(xi, xj) < WS(xi, xj) , then go to Step
15; otherwise, proceed to Step 3.

Step 3. Implement edges of graph WS along the
shortest path in graph PS . If condition (1) is satisfied, go
to Step 8; otherwise, proceed to Step 4.

Step 4. Among all branches v_lt , select those with
the maximum value of A, = > 0(r)/0(vy).

red”! Vi)
If for certain branches Alt > 1 , they are considered
overloaded.

Step 5. From the overloaded branches, choose the
one with the maximum A It , and find the edge r' with
minimal 1(r') . For each branch v_ij , compute the value
d_ij using the formula:

Ay, ko vy & d(r) i z
rpe® ' (vy)
1, akwo vy gd(r)i 2 a(”aﬁ')> 6(\/1-1-)—6(}’);
5,']' _ Top € ! (v‘-,)
o(r
D= )
o(vy)

1, axwovy; € (D(r) i 2i7IKA V;; nepenacuiena.

, AKWO vij € @(}”) 1 elIKa Vt/ He € nepeHacuyeHoro;

Also, define p (v_ij) = p(v_ij)/(1 -9 _ij) . If o _ij =1
, obviously p (v_ij) — o .

Step 6. Find the shortest path between nodes x, y in
graph PS with branch weights p (v) *. If this route has
finite weight, proceed to Step 7; otherwise, go to Step 15.

Step 7. Re-route edge r along the shortest path
found at Step 6. Recalculate all A_It values using the
appropriate formula.

o(r)

A= Z

Top € ! (vh) a(Vll‘)

If no overloaded branches remain in the resulting
hypernetwork, proceed to Step 8; otherwise, return to
Step 5.

Step 8. If condition (2) is met, go to Step 14;
otherwise, proceed to Step 9.

Step 9. Identify the minimum cut {x,
where p <k, in the hypernetwork by nodes.

Step 10. Find all edges r whose routes include nodes
from the cut {xi, ..., Xx_p} , and whose endpoints lie in
different connected components S: and S: of the
hypernetwork S \ {xi, ..., xp} . At least one such edge
must exist since WS is k-connected . Select among them
the edge r = (x, y) with the highest value of c(r) .

Step 11. For each branch v_ij , compute 6_ij using
the same formula as before

v X P},

Lif vyed(r)i X a(r)> o(vy)-a(r):
r'e @ (vy) .

51“ = 1
o(r'), in all other cases.

a(vij) re @ (Vi/)
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Define p (v_ij) = p(v_ij)/(1 -6 _ij) . If 6 ij =1, then
p(v_ij) =0,

Step 12. Find the shortest route between nodes x, y
in graph PS with branch weights p (v) *. If this route has
finite weight, proceed to Step 13; otherwise, go to Step
15.

Step 13. Re-route edge r along the shortest path
found at Step 12. If all edges whose routes include nodes
from the cut {xi, ..., X_p} have been processed, and their
endpoints lie in different connected components S: and
Sz , return to Step 9; otherwise, go to Step 10. Repeat
Steps 9—13 until a hypernetwork satisfying conditions (1)
and (2) is found, or until the minimum cut repeats. In the
former case, go to Step 14; in the latter, go to Step 15.

Step 14. A hypernetwork satisfying the maximum
functional stability criterion (1)—(2) has been found.

Step 15. No feasible solution was found.

In this work, a method for synthesizing a
hypernetwork S , for which o(S) = k-o(PS) , is also
considered. This can be achieved by introducing
corrective edges (communication links) into the structure
of graph WS .

Let the primary network PS = (X, V) and secondary
network WS = (Y, R) be given. The objective is to find a
hypernetwork S = (PS, WS', ®) such that o(S) =k -@(PS)
and condition (2) is satisfied, where WS' = (X, R U U)
and U is the set of corrective edges. Moreover, when
adding a new corrective edge, the capacities of the edges
in WS' are recalculated accordingly.

2. Algorithm AIl

Step 1. Execute Algorithm Al If the resulting
hyperetwork S satisfies condition (2) and o(S) =
k-o(PS) , proceed to Step 5; otherwise, go to Step 2.

Step 2. If S does not satisfy condition (2), proceed
to Step 4; otherwise, proceed to Step 3.

Step 3. In S , find the minimum cut {xi, ..., x_p} .
Identify connected components Si and Sz in S\ {xi, ...,
x_p} . Find in S: and S: the closest non-adjacent nodes x
€ Siand y € Sz . Connect them with an edge. Recalculate
edge capacities using the specified capacity calculation
procedure. Return to Step 1.

Step 4. No feasible solution exists.

Step 5. The desired hypernetwork S has been found.

The convergence of the algorithm is evident. The
absence of a feasible solution is determined solely by
condition (2).

Let the primary network PS = (X, V) and secondary
network WS = (Y, R) be given. We seek a hypernetwork
S = (PS, WS'; @) with maximum possible connectivity.
The weight of each branch and node is equal to 1.

3. Algorithm AIII

Step 1. Sort the edges r € R in descending order of
distance d(r) in WS . Obtain a list of edges 11, 12, ..., m

Step 2. Implement edge r: in PS along the shortest
path (shortest according to total node and edge weights).

Step 3. Increase the weights of nodes and edges
along the route of edge 1 by a certain amount A , which
depends on the current state of the hypernetwork S .

Step 4. If all edges 11, .., r m have been
implemented (i.e., if i = m ), proceed to Step 10;
otherwise, increment i and return to Step 2.

Step 5. Find the minimum cut over vertices {xu, ...,
X p}.
Step 6. Find all edges r weakly incident to nodes in
{x1, ..., X_p} , whose endpoints lie in different connected
components Si and Sz of the hypernetwork S \ {xi, ...,
X_p} . At least one such edge must exist because WS is
k-connected .

Step 7. In the primary network PS | find the shortest
paths between all pairs of terminal nodes x € Si,y €S2 .
A route will certainly be found since PS is connected.

Step 8. Choose the pair x, y for which the following
difference is minimal:

Prsiix XX ;) = Pps (X;,X ;)

Step 9. Re-route edge r along the new path; this
increases the connectivity between components Si1 and S2
. Repeat Steps 3—6 until connectivity increases, then
proceed to Step 10.

Step 10. A hypernetwork with quasi-maximal
connectivity has been found. The adaptive shortest-path
method used in the algorithm allows synthesizing an
initial hypernetwork structure S with maximal
connectivity by balancing the number of weakly incident
edges across all nodes and branches.

On Figures 2 and 3 , unsynthesized and synthesized
network structures with 12 switching nodes and 14
communication lines are shown. Their corresponding
connectivity polynomials are:

P (p)=p" +6p (11— p)+15p"2(1- p)* +16p" (1- p)’,
PR (p)=p" +14p" (1= p)+81p2 (1= p)* +200p" (1- p)’,

Their graphs are shown in Figure 4 .

The maximum optimization effect is achieved at
point x = 0.869698 , where the difference in the
functional stability index reaches 0.467232 . This fully
confirms the necessity of optimizing network structures.

S - S

®3

9 1 1 1

Fig. 2. Minimally functionally stable G (12, 14)-graph
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Fig. 3. Maximally functionally stable G (12, 14)-graph
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Fig. 4. Graphs of the connectivity polynomials of the
graphs from Fig. 2 and Fig. 3

Schedule of experimental research on the method of

analysis and synthesis of functional stability of branched
information networks.

Graph of a polynomial of connected graphs
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Structure optimization indicator
Indicator of functional stability

Fig. 5. Graph of connectivity polynomials of graphs from
Fig. 2

Conclusions

In this work, a novel method for synthesizing
network structures based on the criterion of maximizing

the functional stability index has been proposed. This
approach is grounded in the introduction of corrective
communication links, enabling the design of self-
recovery mechanisms for distributed software systems
while taking into account the characteristics of
heterogeneous computing resources. By leveraging
redundancy at both structural and functional levels, the
proposed method allows for the development of resilient
software architectures capable of autonomously adapting
to failures and maintaining operational integrity.

The core idea of the method lies in dynamically
enhancing network connectivity through strategic
addition of corrective edges, which serve as alternative
communication pathways. This not only increases fault
tolerance but also significantly reduces recovery time
following probable system failures or under conditions of
partial resource degradation. The ability to restore
functionality without human intervention is particularly
valuable in large-scale distributed environments where
manual oversight is impractical or impossible.

To enhance the efficiency and applicability of the
proposed synthesis method, the mathematical model of a
hypernetwork was refined based on two interdependent
hypergraphs. This advanced modeling framework
enables the representation of complex interactions
between different types of network components —
including nodes, branches, and edges — and facilitates
the precise evaluation of network resilience under
various failure scenarios. It also supports the
incorporation of diverse quality-of-service requirements,
making it suitable for heterogeneous environments with
varying performance constraints.

One of the key outcomes of the simulation
conducted wusing the proposed model was the
identification of an optimal point in the network structure
optimization process. Specifically, the maximum
positive effect from structural optimization was observed
at the relative value of 0.869698 , where the difference in
the functional stability index reached 0.467232 relative
units. This result strongly confirms the validity and
effectiveness of the developed method.

These findings demonstrate that the integration of
corrective communication links into the network
topology can significantly improve the robustness and
reliability of distributed software systems. Furthermore,
the use of adaptive algorithms within the hypernetwork
model allows for real-time reconfiguration and self-
healing, which are essential features for next-generation
autonomous and intelligent systems.

In summary, the proposed method provides a solid
theoretical and practical foundation for designing
functionally stable software systems. It contributes to the
advancement of self-managing network architectures and
offers a promising solution for improving the availability
and dependability of modern distributed computing
environments.
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METOJ CHUHTE3Y 3AXUINEHUX IH<I>OPMAI.[IFIHI/!X MEPEK HA OCHOBI BBEAEHHS KOPUT'YBAJIBHUX
JIIHIX 3B’SA3KY

T.O. JlaniteBa, O.A. JlanteB

AHoTanisi. AxkryanbHicth. CydacHi pO3NOAUTEHI MporpamMHi CHCTeMH (YHKI[OHYIOTh Y CEepeIOBHIIAX, IO
XapaKTepH3yIOThCS MOCTIHHUM PO3BHTKOM allapaTHHX IUIaT(GopM, HEOTHOPIAHMX OOYHCIIIOBAIGHUX pecypcax i JUHAMITHUX
yMoOBax BigMoB. 3ale3nedeHHs (YHKIIOHAIBHOI CTIMKOCTI Ta HIBHAKOTO CAMOBIJHOBIEHHS B TaKMX yMOBaX € KPUTHYHO
B)XJIMBOIO 3ajadero, OCOONMBO 3a HAasSBHOCTI MOTEHMIHHMWX BIIMOB IIPOTpaMHOrO 3abe3rledeHHs abo amapaTHHX 3aco0iB,
IiBUIIICHOTO HABaHT)KEHHS YU 30BHIMIHIX BIUMBIB. MeTa gocaimkeHHsi. Po3poOka HOBOro METONy CHHTE3y CTPYKTYpH
reTeporeHHUX iHPOpMaIifHUX MepeX Ha OCHOBI IPUHLIUITY MaKCHMi3allii MOKa3sHUKa GYHKIIOHATBHOI cTiiikocTi. [IponoHoBaHmi
MiAX1A IPYHTYETHCS Ha BBEACHHI KOPUTYBAJIBHUX JIiHIH 3B’S3Ky, 110 J]a€ MOXIIUBICTh CTBOPIOBATH MEXaHI3MH CaMOBIIHOBIICHHS
UL PO3IOJUICHUX MPOTPAMHUX CHUCTEM 3 ypaxXyBaHHSAM iXHBOi T€TEPOTE€HHOCTI Ta ckiaxHocTi. Meroau. [[ns mpencraBieHHs
KOMIIOHEHTIB Mepexi Ta iX B3aeMoii Oyio po3poOiieHO MaTeMaTHdHy MOJENb TilepMepeski Ha OCHOBI IBOX B3a€MO3B’3aHUX
rineprpacgis. Ha 6a3i uiel Mmoneni 3anponoHoBano Tpu anroputmu (Al, All ta Alll), sixi npusHadeHi a1 onTUMi3anii 3B’ I3HOCTI
Mepeski, 3abe3reueHHs] BEepIIMHHOI HaJAMIPHOCTI Ta JIMHAaMIi4HOI pekoH¢irypamii Mepexxi B ymoBax BimMmoB. Lli amropurmu
peanizyroTh aBTOMAaTHYHE BUSBICHHS HECIIPABHOCTEH, TXHIO JIOKAII3allil0 Ta BiJJHOBJIEHHS IUIIXOM IIEPEpO3NOMAIIY pecypciB.
Pe3yabsTaTn. PesynbraTti MoaeMOBaHHS IPOJEMOHCTPYBAIH, IO IPOITOHOBAHUH METO/] 3HAUHO MiJABUIIYE CTIHKICTh CHCTEMH Ta
CKOpOYY€ Yac BiTHOBJIECHHA. MakcuMaibHUN eekT onmTuMmizamii JOCATHYTO NpH BigHOCHOMY 3HaueHHi 0.869698, me pi3HHLA
3HAa4YeHb IMOKAa3HWKa (YHKIIOHAIBHOI cTifikocTi craHoBmiaa 0.467232 BigHOCHHX OIWHHMIb, IO MIATBEPIKYE CPEKTUBHICTH
3allpOIIOHOBAHOTO METONy. BHCHOBKH. BBeIeHHS KOpUTYBaJbHHX JiHIM 3B’S3Ky B TOIOJIOTIFO MEpEXi IO3BOJISE 3HAYHO
MiABUIINATH i1 HAAIWHICTG 1 3aBaJOCTIHKICTh. AANTHBHI aJTOPUTMH, PO3pOOIeH]i B paMKax MOJENi rimepMepexi, 3a0e3neuyroTs
aBTOHOMHY PEKOH(IrypaIiiro Ta CaMOBITHOBIICHHS, [0 POOUTH iX MPUAATHUMH JUIA HACTYITHOTO MOKOJIHHS 1HTENCKTYalbHHX i
CTIHKUX PO3MOMITIEHUX CHCTEM.

KamouoBi caoBa: kibepOesneka; caMOBITHOBICHHS; (DyHKLIOHANbHA CTIMKICTB; TimepMepeka; KOPHUTYBAIbHI JiHIT
3B’S3KY; PO3IOALIEH] CHCTEMH; CTIHKICTh MEpEeXkKi; HaTIHHICTD; ONTHMI3aLlisl CTPYKTYPH.
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